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Abstract—Ambient energy harvesting has become a popular
solution for battery-operated systems with finite energy supply
such as wireless sensor networks. This paper investigates the
problem of multiprocessor real-time scheduling in a system whose
energy reservoir is replenished by an ambient energy source. In
particular, we focus on energy-efficient partitioning for periodic
real-time tasks in a homogeneous multi-core platform where both
timing and energy requirements are considered. We assume that
the optimal scheduler, namely the Earliest Deadline - Harvesting
(ED-H) [1], is used on every core of the architecture. Our
objective is to find a feasible partitioning solution based on the
real-time execution of tasks allocated to the sensor nodes based
on the actual energy harvesting data to guarantee the desirable
absence of both energy starvation situations and deadline viola-
tion. For this sake, we propose an Energy Harvesting-Reasonable
Allocation (EH-RA) algorithm that amounts to the traditional
bin-packing technique by guaranteeing both timing constraints
and energy awareness perspectives. Experimental results show
that our approach can achieve a significant gain in performance
when compared to EDF.

I. INTRODUCTION

Energy management has become a major problem in wire-

less sensor networks [2]. Sensor nodes are often equipped

with small batteries [3]. Furthermore, in many applications

such as submarine, nuclear, medical, the location of these

devices render the activity of replacing batteries infeasible or

very costly. As a consequence, ambient energy is required to

replenish the batteries so as to prolong the lifetime of networks

is a widespread concern. There exist some previous work in

literature on real-time energy harvesting in embedded systems

such as wireless sensors.

The technical challenges to sustain the perpetual operation

of the energy autonomy of the system while still meeting all

time constraints were initially described in [4], [5]. Among

these new challenges of researchers, the energy Harvesting

system consists of a monoprocessor unit with unique voltage

and frequency.

With today’s computational demands and as the miniatur-

ization of integrated circuits reaches its physical limits, multi-

core platforms have emerged as a popular solution for different

types of applications like mobile computing systems. This

is due to the fact that multi-core platforms overcome the

limitations of single-core platforms in terms of processing

capacity. However, certain challenges should be considered.

The first one concerns the scheduling problem under real-

time requirements. Uniprocessor scheduling algorithms cannot

be applied to multiprocessor platform without loss of perfor-

mance. Optimal scheduling is a critical design issue as it must

be guaranteed that a schedule exists that meets all deadlines

of tasks. Energy-efficiency is another central challenge for

real-time systems. How to ensure energy availability so as

to execute the tasks timely on the platform? This question

can reveal very difficult to answer when the cores draw their

energy from different ambient energy sources [6].

In our research, we consider multiprocessor real-time sys-

tems where both time and energy limitations are to be studied.

The objective is to efficiently exploit the effectiveness offered

by real-time tasks scheduling methods to face both timeliness

requirements and energy starvation situations by using the ED-

H scheduler on every single. For that purpose, we propose

new partitioned scheduling algorithms based on traditional bin-

packing technique to allocate tasks with energy limitation to

processors, so as to maximize the percentage of feasible task

sets and reduce the number of used processors. To the best of

our knowledge, this paper is the first one that studied energy

harvesting into partitioning heuristics.

The rest of this paper is organized as follows: The related

works are presented in the subsequent section. Section 3 gives

the model and terminology. The ED-H algorithm is presented

in section 4. In section 5, we propose the Energy Harvesting-

Reasonable Allocation (EH-RA) algorithm. Finally, section 6

concludes the paper.

II. RELATED WORKS

Multiprocessor real-time scheduling has been an active

research topic during the past years [7]. One important ap-

proach for the allocation of tasks in multiprocessor systems

is to transform it into a classical bin-packing problem [8].

However, this approach ignores energy limitations that may

significantly reduce the feasibility of the tasks allocated to

each processor. The energy issue has been considered in some

works with the objective to reduce the energy consumption

by Dynamic Voltage and Frequency Scaling (DVFS) or Dy-

namic Power Management (DPM) techniques [9] . In such

works, the rechargeability of the energy storage unit is always

disregarded.

978-1-5386-9120-5/18/$31.00 ©2018 IEEE



A. Multiprocessor Real-Time Scheduling
We first present the related works for classical real-time

multiprocessor scheduling with timing as the only constraint.

Allocation of tasks to is originally derived based on the bin-

packing technique [10], with the task utilization being the

“size” of the object and the processor utilization bound being

the “capacity” of the bin.
Considering the intractable nature of the problem, several

heuristics were subject of many research papers where com-

mon approaches based on the traditional bin-packing methods

were proposed, including Worst-Fit (WF), Best-Fit (BF), Next-

Fit(NF), and First-Fit (FF) [11].

• First-Fit (FF): The FF allocates a new task to the

processor according to increasing indices and assigns

each task to the lowest index, such that the utilization of

the new task along with the utilization of the tasks already

allocated to that processor, do not exceed the capacity of

the processor. When the current task cannot fit into the

capacity of the processor, then FF allocates the task to

the next processor.

• Next-Fit (NF): The NF algorithm works as follows:

Initially all processors are idle, and we start with first

processor and first task. If first processor has processor

utilization for first task, allocate this task to the current

processor, and consider the next task. NF allocates the

next task to the current processor, only if it fits into

this processor. Otherwise, consider the next processor and

same task. Repeat until all tasks are assigned. Note that

NF does not check if the task can be allocated in previous

processors.

• Best-Fit (BF): BF allocates the task to the feasible

processor with the lowest residual capacity, in which the

task can be allocated. In case there is more than one

processor with the same capacity, then BF will choose

the processor with the smallest index.

• Worst-Fit (WF): Put each task into the lowest capacity

processor among those which are already busy. Only start

a new processor if the task doesn’t fit into processor that’s

already been used. If there are two or more processor

already used, allocate tasks into the processor with the

greatest capacity available, in which they can be feasibly

allocated.

B. Energy Efficient Real-time Scheduling
Energy management in real-time systems is a multi-faceted

optimization problem. A significant number of scheduling

techniques have been recently proposed by research commu-

nity for homogeneous multi-core systems where the static

power consumption is considered as negligible [12], [13], [14].
Energy-efficient issues in energy harvesting real-time em-

bedded systems have been studied in the past years, since Ay-

din et al. in [15] studied the scheduling of the four traditional

bin-packing heuristics for homogeneous multi-core systems

in which periodic independent tasks are considered. For the

aim of reducing the energy consumption, authors proposed

a feasible computation method to partition tasks by using

variable voltage EDF scheduling. They also demonstrated that

when balancing the workload among the processors, like in

the Worst-Fit Decreasing (WFD) techniques, they produce

the most effective scheduling method. Petrucci et al [16]

focused on the problem of allocating a set of independent

tasks on a heterogeneous real-time system. An optimization

approach is then proposed to find the appropriate energy

efficient allocation of tasks having a soft real-time performance

and memory bandwidth constraints in a multiprocessor system.

To the best of our knowledge, this work is one of the first

attempts to incorporate renewable energy to partitioned real-

time multiprocessor systems.

III. MODELS AND TERMINOLOGY

A. Task Model

We consider a set of n independent periodic real-time

tasks Γ = {τ1, τ2, · · · , τn}. A four-tuple (Ci, Di, Ti, Ei) is

associated with each τi. In each request of τi, we require a

worst case execution time of Ci time units and has a worst

case energy consumption (WCEC) of Ei. We consider that

the WCEC is independent from its WCET. Pi is referred

to the period and Di the relative deadline. We follow the

rule that 0 < Ci ≤ Di ≤ Ti for each 1 ≤ i ≤ n. The

processor utilization of task τi, denoted by upi. We denote

Up =
∑n

i=1 upi to be the total processor utilization of the task

set Γ is denoted as . We introduce also the energy utilization

of task τi as uei =
Ei

Ti
. We denote Ue, measured in joules/s,

as the average power consumed by Γ when executing on the

device where Ue =
∑n

i=1 uei.

Tasks are allocated to m identical processors

{P1, P2, · · · , Pm} and are independently executed from

each other. Once a task is assigned to a processor, it cannot

be executed on another processor. The energy source module

at a time t harvests the energy from its ambient environment

and is then converted into electrical energy at power Prj(t)
where Prj(t) is the WCCR (Worst Case Charging Rate).

Prj(t) is defined as the instantaneous charging rate that

incorporates all losses caused by power conversion and

charging process. The harvested energy is then stored in

an energy storage unit whose capacity is Bj supplying the

processor Pj .

B. Energy Model

Each processor Pj is fed by an ideal energy storage unit

(supercapacitor or battery) that has a nominal capacity Bj that

corresponds to the maximum stored energy and is expressed

in Joules. At each time t, the energy available in the energy

reservoir of processor Pj is denoted Ej(t) that cannot exceed

the energy storage unit capacity Bj . This means,

Ej(t) ≤ Bj ∀t (1)

All energy reservoirs are considered to be fully-replenished

at time t = 0. This means,

Ej(0) = Bj ∀ 1 ≤ j ≤ m (2)



The harvested energy Esj(t1, t2) by Prj(t) at time interval

[t1, t2] is given as

Esj(t1, t2) =

∫ t2

t1

Prj(t)dt (3)

IV. EARLIEST DEADLINE FOR ENERGY HARVESTING

SYSTEMS (ED-H) SCHEDULER

In energy constrained systems, dynamic power management

plays a crucial role due to its impact on the resulting per-

formance. The dynamic power management rule permits to

decide when to put the processor in the active mode and for

how long time. The objective of such a policy is to prevent

from energy depletion while still preserving the system from

deadline violation. Consequently, we presented a novel energy-

aware scheduling algorithm ED-H (Earliest Deadline under

energy Harvesting) and we proved it to be optimal [1].

The ED-H scheduler executes tasks according to the EDF

rule. However, before we authorize the execution of a ready

task, the energy storage unit must be sufficient to provide

energy for all future occurring tasks. When this condition is

not verified, the processor has to be idle in order to enable the

storage unit to replenish as much as possible and as long as all

the deadlines can still respect despite execution postponement.

To formally present the ED-H algorithm, we need to introduce

two fundamental concepts: slack time and slack energy.

The slack time of a hard deadline task τi at current time t
is

STτi(t) = di − t− h(t, di) (4)

Where h(t, di) is the total processing demand of uncom-

pleted tasks at t with deadline at or before di.
We may then define the slack time of a periodic task set Γ

at current time t as follows:

STΓ(t) = mindi>tSTτi(t) (5)

We define the slack energy of τi at current time t by

equation

SEτi(t) = E(t) + Es(t, di)− g(t, di) (6)

Where g(t, di) represents the total energy required by tasks

on the time interval [t, di). It concerns both tasks which are

ready at t but not completed at di and future tasks, with

deadline less than or equal to di. In addition, Es(t, di) is the

amount of energy that is produced by the renewable energy

source between t and di.
Hence, the slack energy of the periodic task set Γ at current

time t represents the maximum energy surplus that the system

could consume instantaneously at t. The slack energy at t is

SEΓ(t) = maxt<di
SEτi(t) (7)

Let Qr(t) be the list of uncompleted tasks ready for

execution at time t. SE(t) and ST (t) are respectively the

slack energy and the slack time of the system at time t. The

ED-H scheduling algorithm obeys the following rules:

• Rule 1: The EDF priority order is used to select the future

running task in Qr(t).
• Rule 2: The processor is imperatively idle in [t, t+1) if

Qr(t) = φ.

• Rule 3: The processor is imperatively idle in [t, t+1) if

Qr(t) �= φ and either E(t) = 0 or SE(t) = 0.

• Rule 4: The processor is imperatively busy in [t, t + 1)
if Qr(t) �= φ and either E(t) = B or ST (t) = 0.

• Rule 5: The processor can equally be idle or busy if

Qr(t) �= φ, 0 < E(t) < B, ST (t) > 0 and SE(t) > 0.

V. ENERGY HARVESTING-REASONABLE ALLOCATION

ALGORITHM

The allocation is carried out using Reasonable Allocation

algorithms (RA). The uniprocessor utilization bound for ED-H

scheduling of periodic and independent tasks is one (Up = 1).

Consequently, a task of utilization factor upi fits into processor

Pj , which already has mj tasks allocated to it with total

processor utilization Upj , if the (mj + 1) tasks are timely

schedulable, that is if Upj ≤ 1− upi.

Moreover, a task τi is energy schedulable if its energy

utilization uei fits into processor Pj , which already has mj

tasks allocated to it with total processor utilization Uej . In

other words, the (mj + 1) tasks are energy schedulable if

Uej ≤ Prj − uei.

Hence, in order to assign the task τi, we have to find the

lowest j index such that a temporally allocation of task τi
along with mj tasks already allocated to processor Pj is still

feasible, and the value of Prj − Uej is the smallest possible.

A. Illustrative Example

We consider in this example a multi-core platform consist-

ing of two processors (m = 2), and a task set Γ of five

tasks with same parameters as in table I. Each task is now

characterized by its worst case energy consumption (table I).

We assume that the level of the energy storage capacity for

each processor is B1 = B2 = 16. For ease of simplicity, we

assume that the rechargeable power for each processor, Prj ,

is constant along time and equals 3.

TABLE I
A TASK SET WITH FIVE REAL-TIME PERIODIC TASKS WITH ENERGY

CONSUMPTION

Task τi Ci Di Ti Ei uei upi
1 2 6 8 8 1.0 0.25
2 2 8 10 10 1.0 0.20
3 6 16 20 20 1.0 0.30
4 8 18 20 20 1.0 0.40
5 8 32 40 28 0.7 0.20

When we schedule the task set Γ on two processors (figure

1) according to the bin-packing based approaches that allocate

real-time tasks solely based on their energy utilization factors,

we verify that the used heuristics can successfully schedule the



Fig. 1. Assignment of tasks under energy constraints according to FF, NF, BF and WF in EH.

Algorithm 1 Energy Harvesting-Reasonable Allocation Algo-

rithm (EH −RA)

Input: Task set Γ of n tasks Γ = {τ1, τ2, · · · , τn} and a set

of m processors {P1, P2 · · · , pm}, Processor Pj has a battery

with capacity Bj and source power Prj(t).
Output: EH−RA Schedule.

1: i := 1; j := 1; /∗i = ith task, j = jth processor */

2: while i ≤ n do
3: /* Schedule task τi according to Reasonable Allocation

algorithm, here Worst-Fit is used */

4: Sched ← FALSE

5: for 1 ≤ j ≤ m do
6: if (Upj + upi) ≤ 1 then
7: if (Uej + uei) ≤ Pr and Prj −Uej is the smallest

possible then
8: Uej = Uej + uei;

9: Upj = Upj + upi;

10: Sched ← TRUE

11: break;

12: end if
13: end if
14: end for
15: i := i+ 1;

16: end while

tasks in Table I. If we consider the same assignment of tasks as

in the Worst-Fit case and according to the processor utilization

(figure 1), tasks τ1, τ3 and τ5 are assigned to processor P1 and

tasks τ2 and τ4 are assigned to processor P2.

By scheduling the tasks in processor P1 according to

EDF, we obtain a non feasible schedule since the battery

B1 becomes empty at t = 16. As the system immediately

stops, we conclude that the deadline miss ratio during the first

hyperperiod is about 37.5%.

In contrast, when scheduling the same tasks according to

ED-H, note that neutral operation is guaranteed and all tasks

are executed at the end of the hyperperiod.

VI. EXPERIMENTS AND RESULTS

In this section, we present a discussion of our experimental

evaluations for the proposed partitioned scheduling algorithms.

We first introduce the experimental setup used in our evalua-

tion.

A. Experimental Setup

We conducted two sets of experiments to study the perfor-

mance of our scheduling algorithm EH-RA against the non-

idling scheduler such as EDF. The operation of the proposed

study is measured by calculating for different schedulers the

success ratios, which means the number of feasible tasks over

the number of total tasks generated. We tested the above

schedulers with respect to the processor utilization and the

number of tasks. The task periods are randomly generated

within [10, 500]. For each testing point, we generated 1000
task sets. A random number generator enables us to produce,

for every quantum of time, a power energy profile with

minimum value 1 and a maximum value, here 9, as an input

of the simulator.

B. Experiment 1: Performance Evaluation by Varying the
Processor Utilization

In this experiment, we evaluated the performance of the

proposed schedulers with respect to the processor utilization.

We varied the processor utilization from 0.5 to 1 with an

increment of 0.05. The experimental results were collected

and plotted in Figure 2.

We can observe that our proposed algorithms (EH-WF and

EH-FF) outperforms the others (EDF-WF and EDF-FF). For

example, when the processor utilization is 0.8, EH-WF can

achieve a success ratio around 0.77, with an improvement of

around 69% and 72% over EDF-WF and EDF-FF respectively.

From figure 2, we can observe that EH-WF can guarantee

the feasibility of any task set with processor utilization below

0.7. The success ratio by EDF-WF and EDF-FF drop sharply

when the processor utilization is above 0.7. This is because

that while EH-WF can guarantee any task sets with utilizations

no more than 0.7, it rejects any task set that cannot pass the

energy availabilty checking condition. We can also see that
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Fig. 2. Performance v.s. Processor Utilization.

when the processor utilization is 0.85, EH-WF can achieve a

success ratio 4 times of that by EDF-WF.

Compared with EDF-BF, the improvement of our proposed

algorithm (i.e. EH-WF) comes from the fact that, instead of

executing ready tasks if only fits the timing constraints, EH-

WF takes also energy constraint into consideration, and finds

the optimal of allocation of tasks to processors such that tasks

are timely scheduled on the processor and without energy

starvation. Thus, our proposed EH-WF algorithm always out-

performs the traditional EDF scheduler.

C. Experiment 2: Performance Evaluation by Varying the
Nember of Tasks

In this experiment, we evaluated the performance of the

schedulers with respect to the number of tasks. We varied the

number of tasks from 4 to 20. The experimental results were

collected and plotted in Figure 3.
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Fig. 3. Performance v.s. number of tasks.

EDF-WF offers good performance at small number of tasks,

though its feasibility performance degrades rapidly when the

number of tasks increases. From Figure 3, we can observe that

EH-WF can achieve success ratios significantly better than the

other three approaches. When the number of tasks is 10, the

success ratio of EH-EDF is around 51% and 62% more that

EDF-WF and EDF-FF, respectively. As the number of tasks

increases the gain in success ratio increases till it reaches 96%

when the number of tasks is 20. The reason is that tasks are

allocated to processors according to the energy demand that

must fit the ED-H scheduler on the selected processor.

VII. CONCLUSION

This work takes a real-time multiprocessor based on energy

harvesting systems as a scheduling object, adds the energy

consumption model for a homogeneous platform, pursues the

goal of reducing energy consumption, and maximizing the

number of feasible task set. From this characterization, we

propose a flexible solution, Energy Harvesting-Reasonable

Allocation (EH-RA) algorithm, based on the traditional bin-

packing technique to assign tasks with energy constraints to

processors so as to guarantee deadline violation and energy

starvation. We use the optimal scheduler, namely ED-H, on

every core of the architecture. Simulation experiments show

that our proposed scheduler increases the percentage of feasi-

ble task sets by an average of 41% and 60% when respectively

varing the processor utilization and the number of tasks as

compared to EDF.

The future work will focus on a complete simulation

analysis for the performance of EH-RA relative to nonidling

scheduler such as EDF that is also based on the bin-packing

technique.
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